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Abstract. This scientific work introduces an innovative algorithm and its software implementation for addressing the issue of detecting code similarities and identifying instances of code borrowings in software solutions. This development, presented in both finished and abstract forms, has the potential to revolutionize the way educators and institutions approach evaluating the creative solutions of student-programmers. The algorithm is designed to automate checks on software solutions submitted by students for various programming challenges, competitions, and Olympiads. The tool provides an effective means of detecting code similarities and flagging potential instances of plagiarism, allowing instructors to ensure that the submissions are original and the result of conscientious efforts. The work presents two examples of creative tasks that require careful evaluation for code similarity, providing concrete illustrations of how the algorithm works in practice. The algorithm itself is described in detail, and parts of the software code implementation in C# programming language are provided, enabling interested parties to explore the tool's technical workings. The results of testing and analysis of the algorithm are presented, with the work highlighting the potential of the tool to automate time-consuming and resource-intensive evaluations of software solutions. Visualizations of the test results provide clear and concise insights into the efficacy of the algorithm, enabling educators to assess the originality of the solutions with ease. Overall, the work is an invaluable contribution to the field of software development, providing educators with an innovative tool for ensuring the originality of software solutions submitted by students. With the growing need for transparency and academic integrity in higher education, this development has significant potential to transform the way institutions approach software solution evaluations, empowering students to pursue creative problem-solving with confidence. All of this can be achieved by this algorithm being implemented in the future in bigger application as it’s main or side feature.
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I. INTRODUCTION

To support the technological process and realize its capabilities, as well as its availability to the masses, the IT industry must expand and improve, which obviously requires more specialists. In addition, the development of software and the latest devices constantly requires innovative solutions from specialists. That is why potential IT specialists must not only be able to write high-quality code, but also find quick solutions to non-trivial problems.

On the way to becoming a highly qualified specialist, an important role is played by higher education institutions. In addition to teaching students about technology and the ability to write high-quality code, they are often also presented with atypical problems that do not have a "linear" solution, but require creativity from the future specialist. Accordingly, each solution will also be atypical and different from the others.

It is important that the verification of the work performed by the student involves not only determining the correctness of the given solution to the problem but also the absence of dishonest execution of the task, for example, by borrowing the code. Tasks that require the student to realize his creative potential often do not have a clear solution, so it is especially important to check for a "copied" solution.

However, students create hundreds and thousands of lines of code every day, and checking their uniqueness manually is unreasonable in terms of time and effort. Online services for checking texts for uniqueness do not take into account the peculiarities of files with program code, so a special tool is needed to perform such checks.

Such a tool, however, will not execute the code, or compile/interpret it - due to many factors and the specifics of the task, this is not a major and important but it will take a very long time to process and execute. Instead, what is needed is a solution that, based on the analysis of the program text, taking into account the features of the programming language in which the code is written, will perform a comparison and conclude whether it is really the author's solution or whether the code has been copied in bad faith.

II. LITERATURE ANALYSIS

Before solving the problem, it is important to consider already existing applications that solve this or a similar problem (Dupli Checker [1], Plagiarism Checker [2], W3docs [3], Diffchecker [4]), after which - pay attention to the target tasks, the solution code of which will be checked by the given algorithm.

2.1. Analogues

The Internet is full of various (usually conditionally free) applications and services that provide an opportunity to compare texts and/or files. In this case, it is important to consider 2 types:
- text checking services for plagiarism
- services for comparing two files for difference

The first type is aimed at plain text - it checks for the presence of its individual elements in the Internet, after which it provides a result in the form of a percentage ratio of the total size of the text borrowed from elsewhere to the size of the original text. The problem is that such services do not take into account the peculiarities of files with program code - the methods used by checkers to check the program code are simply not relevant. Examples of such online services are Dupli Checker and Plagiarism Checker.

Another type, which finds the difference between files, is partially adapted to the specifics of code files so that it can work fine with them, but has a different purpose. Such services do not find borrowings, but perform a sequential comparison, which can be useful when tracking the changes made. This will show the change in the string exactly to the character. Similar applications are built into IDEs as a way to find out, for example, what changed in the code in a commit. However, with such services, it is sometimes difficult to assess whether two files with program code have any relation to each other, for example, as an original and a slightly modified copy of a solution (Fig. 1). That’s services like W3docs and Diffchecker.

To obtain an application that will analyze 2 files and find out whether one of them is a copy or a modification of the other, and to what extent, already existing applications of the types described above have been developed. Namely, the conclusion is drawn about the need to combine the search for coincidences with consideration of the specifics of the files to be checked, i.e., the syntax of the programming language in which they are written.
2.2. University task example

As it was said earlier, tasks whose solution code will need to be checked according to the algorithm provided in this work can be a creative work for students at a university, or a task from a student programming contest. The developed application was tested on solutions for both types of tasks, for which, in fact, the algorithm was developed.

An example of task for creativity is the task from [5, P.40-41]:

Write a program using the C/C++ language to analyze the contents of the mails.json file (mails.zip archive) and get answers to the questions given after the task description. Form the results in the form of an essay.

Correspondence of Enron employees (file mails.zip). This file contains the correspondence of approximately 150 users, mostly Enron executives. Since the complete dataset takes up approximately 1.5 GB when unpacked, the body field has been removed from it to reduce the size.

The file contains lines of something like this:

```json
{ "_Id": ObjectId("4f16fc97d1e2d32371003e27"),
  "SubFolder": "notes_inbox",
  "Mailbox": "bass-e",
  "Filename": "450.",
  "Headers": {
    "X-Folder": "\\Eric_Bass_Dec2000\Notes Folders\Notes inbox",
    "X-bcc": "",
    "To": "eric.bass@enron.com",
    "X-From": "Michael Simmons",
    "Message-ID": "<6884142.1075854677416.JavaMail.evans@thyme>",
    "Mime-Version": "1.0",
    "From": "michael.simmons@enron.com",
    "X-To": "Eric Bass",
    "X-cc": "",
    "Content-Transfer-Encoding": "7bit",
    "X-Origin": "Bass-E",
    "Subject": "Re: Plays and other information",
    "X-FileName": "ebass.nsf",
    "Date": "Tue, 14 Nov 2000 08:22:00 -0800 (PST)",
    "Content-Type": "text/plain; charset=us-ascii"
  }
}
```

Row:

```json
{ "_id": { "$oid": "4f16fc97d1e2d32371003e27" },
  "subFolder": "notes_inbox",
  "mailbox": "bass-e",
  "filename": "450.",
  "headers": {
    "X-cc": "",
    "From": "michael.simmons@enron.com",
    "Subject": "Re: Plays and other information",
    "X-Folder": "\\Eric_Bass_Dec2000\Notes Folders\Notes inbox",
    "Content-Transfer-Encoding": "7bit",
    "X-bcc": "",
    "To": "eric.bass@enron.com",
    "X-Origin": "Bass-E",
    "X-FileName": "ebass.nsf",
    "X-From": "Michael Simmons",
    "Date": "Tue, 14 Nov 2000 08:22:00 -0800 (PST)",
    "Content-Type": "text/plain; charset=us-ascii",
    "Mime-Version": "1.0"
  }
}
```
1. Determine the total number of letters ("_id" key).
2. Determine the number of unique senders ("From" key).
3. For each day of the week, count how many emails were sent to ebass@enron.com (key "To").
4. Analyze the correspondence between Shanna Husser and Eric Bass. How many letters did each of them send to the other?
5. Laurie Ellis sometimes sends letters with the same subject ("Subject" key). For each email subject, count how many times it was used in the year 2000.
6. On which day of the week was the maximum number of letters sent?

In short, it is necessary to automate the verification of correspondence data stored in json format in order to obtain from them the information required by the user. The task is expected to be performed in the C/C++ programming language. To solve this problem, it is necessary to develop an algorithm that will be able to separate the data required for a certain task from others, and correctly interpret the results to the user. The solutions can be quite diverse and use different classes, tools, functions and facilities available in one or another programming language. Also, each of the 6 tasks requires the program to focus on different information from the given data, which prompts either the writing of large code with the possibility of choosing an action, or different, remotely similar applications specified for individual tasks. The application from this work is focused on such tasks.

2.3. Task from programming contest

Sports programming is somewhat similar - contestants have a certain number of tasks. In each such problem, there is a condition that describes the history, the input data available to the program, and what the program needs to calculate based on this data. Typically, sports programming also provides one or more sets of input and output data as an example for familiarization and initial testing of solutions. Many Ukrainian participants of programming contests use site eolymp.com [6] for preparation, that has amount of task from different contests and courses big enough to train and learn.

For example, here is one of the tasks available there:

**The vouchers**

The tour operator did not sell n (n < 15) vouchers to mountain-ski resort because of the great frost. The terms of vouchers validity is already come. To reduce the losses, it was decided from the February 1, that all the vouchers for which remained dk (dk ≤ 30) days, to sell for minimal cost – for ck (ck ≤ 100) UAH for a day only for that days, which remained from the sale day (k = 1..n).

What is the largest amount of income can get the travel company selling these vouchers, if one voucher can be sold only in one day?

Input

The first line contains the number of vouchers n. Each of the next n lines contains two numbers - the number of days dk left and the cost of each day ck.

Output

The maximum amount of income.

**Input example #10**

```
4
2 37
3 45
1 46
4 30
```

**Output example #10**

```
232
```

Within the framework of one contest, where a limited number of teams take part and have a limited amount of time (for example, for ICPC it is 5 hours), it is quite likely that among the participants there will be teams with the same view and method of solving a certain problem, but it is unlikely (rather, even, almost impossible) that the program code of their solutions will match exactly if they solved the problem in good faith. If the code still matches, this calls into question both solutions and will require a more detailed review of the situation by the judges.

2.4. Conclusion

It is worth paying attention to the fact that in both tasks the solution is expected in the form of a program in one programming language and in one file.

To correctly process the program code of a certain programming language, you need to be familiar with at least its basic features and syntax. In this work, the proposed algorithm will also be implemented for C-like programming languages C, C++, C# and Java, which requires familiarization with the relevant documentation and literature [7-15]. The choice of programming languages is justified by the fact that this set of languages is currently a fairly common starting
point for learning programming in principle, and is taught to students at universities. Also, C++ is one of the most popular languages for solving sports programming problems due to its speed of execution.

The abstraction of the algorithm presented in this work is not tied to a specific programming language - adaptation to specifics is important precisely for the implementation of this algorithm.

III. OBJECT, SUBJECT, AND METHODS OF RESEARCH

Object of research is methods of identifying codes for similarity.

Subject is a method of analyzing program codes in example of C-like languages for similarity by determining the fundamental points in checking the codes for similarity and highlighting the key features of the syntax.

Research methods - analysis of theoretical information, analysis of methods of checking codes for similarity, analysis of the syntax of target programming languages, testing of the developed algorithm.

3.1. Code replacement

The initial version of the program is designed to check files with the code of the most popular programming languages, namely C, C++, C#, Java. Given the peculiarities of these languages, when trying to borrow code, novice programmers can resort to various modifications of the code, which will not affect the progress and results of the program, but will change its general appearance in such a way that the fact of borrowing cannot be seen with the naked eye. To implement a file comparison application with software code, you need to take into account the most likely code changes.

Renaming is the easiest way to change the appearance of code (Fig. 2). For most IDEs, this operation is performed in a few clicks. However, regardless of whether the name of a variable, class, method, constant, or any other code element has changed, the result of the program execution will not change. In order to recognize such substitutions, a deep analysis of the code is required at the level of parsing it down to syntactic units, where the name can already be distinguished from the operator or keyword. At the same time, the check by ordinary character-by-character comparison will be incorrect only in the case of replacing one name with another, provided that the lengths of their names are different – it is easier to bypass this feature.

Changing the order of commands, methods, classes, and other code elements is a more interesting process, because sometimes with this technique, the code can be turned upside down, and at the same time it will remain executable, but unrecognizable (Fig. 3). Nevertheless, there are many cases when lines of code simply cannot be moved to another place, because they perform their function only there, where they are - this prevents the free abuse of such a technique. A program for detecting the coincidence of two code files should eliminate the effect of any "scrambles".

Finally, it is worth considering the presence in the code of preprocessor commands, linking libraries, namespaces or their elements, comments, and string literals (Fig. 4). Typically, they will either be the same for most software applications that perform the same task, or their presence or content will not affect the execution of the program or its results at all.

They can also be specially changed and instructed in the code (or removed from it) in order to change the general appearance - then it will be easy to visually confuse the files (although the de facto program code has hardly changed). Taking into account these elements when checking for convergence of program codes will reduce accuracy of the result, so it was decided to ignore them when scanning.
3.2. Algorithm

When mixing all the methods of changing the program code given in the previous paragraph, the final result will be completely unrecognizable compared to the original file, so the program for determining the level of convergence should take into account all the ways of hiding code borrowing, including their use together randomly.

Among the possible options for solving the problem, it was chosen to decompose the program code into parts so as to obtain a tree-like structure (in other words, a hierarchy), and to compare trees by their leaves and branches.

In more detail, the program code will be decomposed into small elements and arranged in the form of a tree with four levels:

- first level (the lowest, leaves) is a syntactic unit (operator, variable or constant, method, keyword, etc.) (hereinafter referred to as a “word”);
- second level - command;
- third level – block of code;
- fourth level (the highest, the root) - all the program code.

Fig. 5 – schematic representation of the decomposed code tree
This structure makes it possible to compare the relevant elements with each other by their nature and role for the code, instead of searching for every possible element throughout the code. Compared to the search "everywhere", this is an accelerated solution to the problem of finding code similarities in the event that an unscrupulous programmer uses permutations of commands (lines) and blocks of code, because in a hierarchical structure the order of the element loses its meaning. When creating code trees, it is important to exclude the possibility of getting there preprocessor commands, connecting libraries, namespaces or their elements, comments, string literals, as well as spaces, tabs, transitions to a new line, so that the comparison takes place only on significant data of files with program code.

Next, each element of a certain level will be compared with the corresponding elements of another code and store as a result the highest level of similarity found. For higher levels, a lower-level comparison will be called.

Given the above, the program will consist of two main parts - a decomposer (which decomposes the program code from a file and forms a code tree), and a comparator (actually, a part that will compare 2 code trees created by the decomposer). Since the execution time can reach tens of seconds with large amounts of software code, it is also necessary to constantly notify the user about the progress of the work, and at the end a method will be called that will return a clear result that will not change from check to check, provided that the files are unchanged, which are checked.

3.3 Decomposer

For the correct decomposition of the code and selection of only the necessary elements, it is important to clearly define the features of the programming languages under consideration, namely, C, C++, C#, Java.

First, this is the beginning of the code, which probably or one hundred percent contains:
- `#define`, `#include` in C, C++;
- using, namespace in C, C++, C#;
- package, import in Java.

Secondly, for all the programming languages under consideration, the following symbols have been identified that will allow you to control the place of an element in the code tree:
- "whitespace", square brackets, round brackets, period or mathematical operator for "word";
- ";" (seicolon) for command;
- "{ }" (curly brackets) for a block of code;
- Finally, the most popular C-like programming languages have the same notation for comments and string literals:
  - `/* ... */` (double slash) for a one-line comment;
  - `/* ... */` (slash-star, comment, star-slash) for a multi-line comment;
  - `"...

Since the tree must be free of spaces, tabs, and other similar characters (defined in List<chars> spaces), a function was developed, the call of which will accompany all program code to skip non-significant characters:

```csharp
int SkipSpace(string str, int pointer)
{
    while (pointer < str.Length && spaces.Contains(str.ElementAt(pointer)))
    {
        pointer++;
    }
    return pointer;
}
```

After the decomposer is called, it scans the text given to it, and for all function calls (such as SkipSpace()) it passes the position where it stopped, and the function returns the position from which to continue.

In the implementation, the position is called a pointer because of its similarity to the usual pointer in programming - it goes through the entire code from beginning to end according to the decomposer algorithm, which already analyzes every symbol that falls under the pointer.

A nested List<> collection was used to preserve the hierarchy of elements of the decomposed code.

First of all, the DecomposeCode() method skips a group of preprocessor commands, linking libraries, etc., because they are usually placed at the beginning of the program code. Together with the SkipSpace() method, the loop will not terminate until a command not listed in the parameters is encountered in the code being tested, where the parameters list given as follows:

```csharp
readonly List<string> precodeDirectives = new() { "#include", "#define", "using", "import", "package", "namespace" };
```

Decomposer performs character-by-character scanning of the code provided to it starting from the position given to it in the parameters and has its own procedure for each character from the "special" ones discussed earlier. So, if a slash is detected, the next character is immediately checked and a conclusion is made as to whether it is the beginning of a comment, and if so, the end of the corresponding comment is searched using String.IndexOf(). This is also the case with string literals, but when searching for the end of a string literal, the possibility of escaped quotes is taken into account:

```csharp
if (code.ElementAt(pointer) == ")") // text appearance
```
lock #1 will not have code from block #2, since block #2 will have no connection regardless of their nesting level. Also, the phrase "My vassal's vassal is not my vassal" is now part of measuring similarity. After analyzing the code tree, the CalculatePointRange() method determines the maximum possible number of points that can be obtained as a result of checking two program codes for similarity. In other words, this is the result that would be given if the two code trees were completely identical. The calculation of the percentage similarity value will be based on this value. For each coinciding symbol in the corresponding team, 1 point will be awarded, and for a completely identical word – 5:

```
range += word.Length + 5; //for each word
```

Next, a points counter is created and scanning begins. To a code comparator, it looks like a mapping of all code blocks from the first tree to all code blocks from the second tree. For each block from the first tree, the score obtained when comparing it with the most similar block from the second tree is stored, that is, the best score is stored. The results for each block are accumulated in the counter.

The block comparator works similarly - it compares each row from the first block with each row from the second, and saves the best results (from the most similar rows), the sum of which is returned to the block comparator. Finally, the command comparator already does the main part of the work.

Two tree branches that contain words fall into the command comparator. Here they go through 3 stages of scanning. During the first stage, matching words are compared, and for each match, 5 points are added to the counter.

Next, for each of the branches that are compared, a line is formed that contains all "leaves" (words) without separators. After that, the resulting strings are compared by character by character like the words in the first stage, first in forward order (2nd stage) and then in reverse (3rd stage). The results of these "rough" comparisons are compared and the number of positions that "matched" is added to the counter, that is, the symbols in them were the same in one or two scans at once, and then the number in the score counter is returned to the block comparator method.

The entire comparator is built in such a way that for the code laid out in the form of a tree, it searches for the most similar elements to each corresponding element in the other code. In other words, the comparator looks for bits of code #1 in code #2. Except in the case where the same trees were built from the code in the two files being checked, the results of searching for elements of code #1 in code #2 and searching for elements of code #2 in code #1 will be different.

Suppose that code #1 is completely borrowed from code #2, but is not a copy of it, but a part. In this case, if we search for elements from the first tree in the second, the result will be 100% - every line or block of code that we can find in the first code file exists in the second file. However, if you check the other way around, the result will not be unambiguous - depending on which part of code #2 makes up code #1, it will vary. When the scan is run, there is no information about potential borrowing in one file with the program code from another.

Due to this feature, in this program, the code comparator is called twice, and their results are compared - the final result of the check is considered to be the larger of the two results:

```
Parallel.Invoke(
    () => CompareCodes(tree1!, tree2!),
    () => CompareCodes(tree2!, tree1!)
);
```
In the decomposition and comparison, 2 similar tasks are performed - the capabilities of the C# programming language make it quite easy to parallelize the execution of these tasks (using Parallel.Invoke()), which for a multi-core processor (currently - almost every one) speeds up the execution of the algorithm twice!

That’s all for the implementation of the algorithm. It is enough to put the implementation in a ready-made application or create one to visualize the data that can be obtained. To demonstrate these, a minimalistic UI was created for this work.

IV. RESULTS
As a result of the implementation of the algorithm, we have several classes that perform the tasks of decomposition, comparison and combination of results. The application for this work was developed using ASP.NET MVC - here, when creating a response to the user, the controller reads the provided files or code and passes the code in the form of a class string, which already organizes the comparison using the implemented algorithm classes and returns comparison results in specified object. The controller then returns the result of the comparison and some information about the process of the algorithm to the user (e.g., execution time). The use of the application is depicted in Fig. 5.

Performance analysis can also be performed based on the information provided by the application. It is important to note that the algorithm is quite complex, and for program codes with a size of 500 lines or more, the execution time can be measured in seconds, but the purpose of the algorithm in general is to check program codes - solutions to creative and Olympiad problems. Such solutions are usually not gigantic in size, so even for simultaneous scheduling and checking of a number of solutions, the program runs fast enough (Table 1).

<table>
<thead>
<tr>
<th>Set of tests</th>
<th>Size of code (for 2 files summary, lines)</th>
<th>Size (for 2 files summary, characters)</th>
<th>Time spent (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set #1</td>
<td>~100</td>
<td>~3000</td>
<td>~12</td>
</tr>
<tr>
<td>Set #2</td>
<td>~400</td>
<td>~12500</td>
<td>~215</td>
</tr>
<tr>
<td>Set #3</td>
<td>~800</td>
<td>~32000</td>
<td>~1215</td>
</tr>
<tr>
<td>Set #4</td>
<td>~2000</td>
<td>~92700</td>
<td>~10850</td>
</tr>
</tbody>
</table>
V. CONCLUSIONS

The developed application can be modified in various ways - improved and brought to the form of a full-fledged software product or integrated into an already existing application as its extension, but its basis, the work algorithm, will remain relatively unchanged. The developed models work with code presented as a string data type, therefore, depending on how the data will be received by the application, it can be converted to this type before using the classes (for example, read the code as one line from a file) or directly transferred to execution. Also, the application can be specified for other programming languages by adding a new decomposer, which will be specified for this language or a set of programming languages similar in syntax while the principle of the decomposer will not change - only some symbols and the reaction of the decomposer to them, operations with pointer will be changed. The application, improved in one way or another, can be useful for higher education institutions as a way to partially automate the process of checking the creative works of students majoring in Information Technology, and/or integrated to check solutions to problems at student programming contests.

As an example, after checking the code for a solution to a particular problem, if this is first solution or check result does not exceed a given starting value (e.g., 90%), then the code or reference to it can be saved. Next time, when checking a new solution, it will be decomposed and compared with other more or less unique solutions, saved earlier.
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